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Reaction–diffusion (RD) processes are common throughout nature, which uses them routinely to

build and control structures on length scales from molecular to macroscopic. At the same time,

despite a long history of scientific research and a significant level of understanding of the basic

aspects of RD, reaction–diffusion has remained an unrealized technological opportunity. This

review suggests that RD systems can provide a versatile basis for applications in micro- and

nanotechnology. Straightforward experimental methods are described that allow precise control

of RD processes in complex microgeometries and enable fabrication of small-scale structures,

devices, and functional systems. Uses of RD in sensory applications are also discussed.

Introduction

Competition between reaction and diffusion can often lead to

the emergence of intricate spatial and/or temporal structures,

which have been studied for more than a century1 for their

aesthetic appeal,2,3 richness of dynamic behaviors,4,5 theore-

tical challenges6,7 and relevance to life.8,9 The purpose of this

review is to suggest that this list can and should be extended to
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include reaction–diffusion (RD) as a possible basis of modern

micro- and nanotechnologies.

We begin by briefly defining and classifying various types of

RD systems. We then provide illustrative examples of how

creatively and with what precision nature uses such systems to

build and control structures on length scales from molecular

to cosmic. As we shall see, this versatility is in sharp con-

tradistinction to the current ability of science and technology

to use RD in a controlled and/or purposeful manner.

Nevertheless, we argue that with surprisingly simple experi-

mental means, RD can become a new strategy for making

small-scale structures, devices, and functional microsystems.

Taxonomy of RD systems

The evolution of RD systems is governed by two essential

components: (i) the reaction component describing local

production or consumption of chemical species, and (ii) the

diffusion component describing the diffusive transport of these

species due to concentration gradients. Mathematically, these

terms translate into a set of partial differential equations of

the form: hCi/ht 5 +?(Di+Ci) + Ri({Cj},r,t) where Ci is the

concentration of species i, Di is its diffusion coefficient, and R

is the reaction term. The inclusion of Di in the gradient

operator reflects the fact that diffusivities may vary spatially

due to inhomogeneities in the medium, which may, themselves,

be created by chemical reactions.10,11 In the absence of spatial

inhomogeneities, the dynamics of the system are governed

purely by reaction kinetics and diffusion plays no role (e.g. in

an ideal, continuously stirred tank reactor, CSTR12). In

contrast, when no reactions are involved, RD equations

simplify to the diffusion equation.

Patterns and structures created by RD processes can be

classified (Table 1) as steady or unsteady as well as static or

dynamic. Steady patterns are those which do not depend on

time (hCi(r,t)/ht 5 0). In a closed system, in which there is no

flow of mass or energy, steady patterns are synonymous with

equilibrium states and are necessarily static (e.g., Liesegang

rings1,13). In contrast, steady, non-equilibrium patterns in open

chemical systems (e.g., Turing patterns6,14) are dynamic3 in the

sense that they must be maintained far from equilibrium

and are responsive to external stimuli. Other RD patterns areStoyan K. Smoukov
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Table 1 Spatio-temporal patterns and structures created by RD processes

Steady structures Unsteady structures

Naturally occurring Inanimate Cave stalactites46 Spiral galaxies20

Periodic precipitation47–52 Forest fires19

Limestone dendrites58

Rock patterns47–51

Animate Bone formation181 Morphogenesis6,21

Limb development37–39 Calcium oscillations and waves22,25–28

Bacterial colonization41,42 Metabolic networks29

Skin patterns43–45 Glycolytic oscillations182

Microtubule formation31

Pathological tissue structures105–111 Neuronal synchronization34,183 and
dendrite formation184

Fingerprints44 Cardiac arrhythmias35

Atherosclerotic lesion formation36

Slime mold aggregation40

Artificial Science Turing patterns6,14,96 Periodic chemical oscillations15,68–70

Periodic precipitation1,13,53–55 Chaotic chemical oscillations69,185–187

Discharge filaments112–115 Traveling waves15,69,71–74,80–82

Externally controlled oscillators and waves75–79

Technology Wavelength selective diffraction gratings140 Chemical waves on catalytic surfaces83–94

Clogging of oil rigs188 Electrochemical oscillations83,95

Non-binary photolithographic masks11 Antioxidant detection173,189

Diffractive optical elements (Fresnel-like lenses)103,104

Thermal (IR) cameras116–118

Arrays of microlenses102,104

Microfluidic channels141

Static sensing171,172

Microstructured foils159

Surface and bulk microstructures170
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time-dependent or unsteady (hCi(r,t)/ht ? 0). In a closed

system, periodic or chaotic structures may appear before

eventually decaying to a static equilibrium state; in an open

system, however, they may be maintained indefinitely by

continuous supply of ‘‘food’’ and removal of ‘‘waste.’’

We briefly note that although RD models are strictly

valid to describe spatially distributed chemical and bio-

chemical systems (e.g., the Belousov–Zhabotinsky (BZ) reac-

tion,15 calcium waves,16 etc.), they have also been applied

with considerable success to model non-molecular ensembles

of interacting and diffusing objects: genes,17 populations,18

spreading forest fires19 and even galaxies.20 These and other

examples will be discussed in detail in the next section.

How nature uses RD (Fig. 1)

(i) Animate systems

The idea that RD phenomena can be essential to the

functioning of living organisms dates back to the seminal

paper of Turing6 who postulated their role in morphogenesis.21

Since then, various cellular and organismal processes have

been identified as relying on the competition between reaction

and diffusion. On the transcriptional level, calcium oscillations

are known to increase the efficiency and specificity of gene

expression.22 Calcium waves are also of prime importance in

intracellular signaling.23,24 Various types of calcium binding

sites (e.g. calcium pumps like ATPase;25 buffers like calbindin,

calsequestrin and calretinin;26 enzymes like phospholipases27

and calmodulin28) interact with steep transient concentration

gradients of calcium to create complex RD systems. Likewise,

many aspects of cellular metabolism and energetics rely on

reaction–diffusion: (i) glucose-induced oscillations and waves

help coordinate the all-important process of glycolysis and

other metabolic pathways; (ii) spatially arranged intracellular

enzymatic networks, catalyzed by creatine kinase, adenylate

kinase, carbonic anhydrase and glycolytic enzymes enable

efficient high-energy phosphoryl transfer and signal commu-

nication between ATP-generating and ATP-consuming/

sensing processes.29 In order to overcome diffusional limita-

tions, reactions in these networks are displaced from equili-

brium, so that concentration wave fronts (‘‘flux waves’’) can

travel rapidly over large distances.30 Finally, cells use RD to

build and dynamically maintain the microtubules, which are

essential components of the cytoskeleton.31

Reaction–diffusion can span more than a single cell.

Periodically firing neurons synchronize through RD-like

coupling32,33 which can extend over whole regions of the

brain and propagate in the form of the so-called spreading

depressions—that is, waves of potassium efflux followed by

sodium influx.34 Sometimes, the mode of propagation of

intercellular RD patterns can distinguish between health and

disease. For instance, if waves of electrochemical excitation in

the heart’s myocardiac tissue propagate as spirals,35 they can

lead to re-entrant cardiac arrhythmias such as ventricular

tachycardia and fibrillation.36

In organismal development, RD is thought to mediate the

directed growth of limbs. This process has been postulated37–39

to involve transforming growth factor (TGFb) which stimu-

lates production of fibronectin, and the formation of

fibronectin prepatterns (nodes) linking cells together into

precartilageous nodules. The nodules, in turn, actively recruit

more cells from the surrounding area and inhibit the lateral

formation of other foci of condensation and potential limb

growth.

RD is sometimes used to coordinate collective development

or defense/survival strategies of organism populations.

For example, starved amoebic slime molds (e.g.,

Dictyostelium discoideum) emit spiral waves of cAMP that

cause their aggregation into time-dependent spatial patterns.40

Similarly, initially homogeneous bacterial cultures grown

under conditions with insufficient nutrients form stationary,

Fig. 1 Examples of animate (a–d) and inanimate (e–h) reaction–

diffusion systems on various length scales. (a) Calcium waves

propagating in a retinal cell after mechanical stimulation (scale bar:

50 mm). (b) Fluorescently labeled microtubules in a cell confined to a

40 mm triangle on a SAM-patterned surface of gold (staining scheme:

green 5 microtubules, red 5 focal adhesions, blue 5 actin filaments;

scale bar: 10 mm). (c) Bacterial colony growth (scale bar: 5 mm). (d)

Turing patterns on a zebra. (e) Polished cross-section of a Brazilian

agate (scale bar: 0.2 mm) with a transmission electron micrograph

(inset) showing iris banding with a periodicity of 4 mm (scale bar: mm).

(f) Dendritic formations on limestone (scale bar: 5 cm). (g) Cave

stalactites (scale bar: 0.5 m). (h) Telescope image of the Andromeda

galaxy. [Image credits: (a) E.A. Newman et al.23 (b) Courtesy of

K. Kandere-Grzybowska, Northwestern University. (c) Courtesy of

E. Ben-Jacob, Tel Aviv University. (d) S. Kondo45 (e) P. J. Heaney

et al.52 (f) Courtesy of Geoclassics.com. (g) Courtesy of M. Bishop,

Niagara Cave, Minnesota. (h) Bill Schoening, Vanessa Harvey/REU

program/NOAO/AURA/NSF]
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non-equilibrium patterns to minimize the effects of environ-

mental stress.41,42

Lastly, some biological RD processes give rise to patterns of

amazing aesthetic appeal. Skin patterns in marine angelfish

Pomacanthus43 and in zebras, giraffes and tigers44,45 are but

a few examples.

(ii) Inanimate systems (Fig. 1)

Reaction–diffusion is also behind many intricate creations

composed of inorganic matter. Cave stalactites owe their

shapes to RD processes46 involving (i) hydrodynamics of a thin

layer of water carrying Ca2+ and H+ ions and flowing down

the stalactite, (ii) calcium carbonate reactions, and (iii)

diffusive transport of carbon dioxide. Formation of a stalactite

is a consequence of the locally varying thickness of the fluid

layer controlling the transport of CO2 and the precipitation

rate of CaCO3.

Many natural minerals possess textures exhibiting composi-

tional zoning (examples include plagioclase, garnet, augite, or

Zebra Spa rock)47–51 with alternating layers composed of

different types of precipitates. An interesting example of two-

mineral deposition is the alternation of defect-rich chalcedony

and defect-poor quartz observed in iris agates.52 The striking

similarity to Liesegang rings13,53–55 created in ‘‘artificial’’ RD

systems, suggests that banding of mineral textures is governed

by the Ostwald–Liesegang mechanism56 or two-salt Liesegang

mechanism.57

RD-driven dendritic structures appear on surfaces of lime-

stone.58 These dendrites are deposits of hydrous iron or

manganese oxides formed when supersaturated solutions of

iron or manganese diffuse through the limestone and

precipitate at the surface on exposure to air. The structure of

these mineral dendrites can be successfully described in terms

of simple red-ox RD equations.59 At this point a cautionary

note regarding RD and dendritic growth is due. The example

of limestone is probably the only one underlined by reaction–

diffusion proper. Other dendritic systems, though often

incorrectly classified and described as RD, are in fact results

of simple diffusion-limited aggregation (DLA) processes.60–62

The difference between RD and DLA is that in the latter, the

growth equations are written in terms of only a single diffusing

field (e.g. electric field in the case of electrochemical deposi-

tion,63 temperature in dendritic growth,64,65 and pressure field

in viscous fingering66,67), and the reaction terms are missing. In

contrast, RD processes must involve at least two different

diffusing fields interacting through chemical reactions, or, in

the case of a single-field description, autocatalytic terms.

RD makes not only small, but also very large structures.

Recent work in astrophysics suggests that formation of spiral

disks in isolated galaxies is an RD process,20 and that the

galactic disk can be treated as a self-regulated, non-equilibrium

system of autocatalytic reactions, in which spiral stellar

structures form and persist because of catalysis and inhibition.

RD in science and technology (Fig. 2)

While nature uses reaction–diffusion in sophisticated func-

tional ways, scientists have focused on model systems that

capture the essential characteristics of RD processes. There are

four major classes of such systems:

(i) Chemical oscillators, which have evolved from the status

of a scientific curiosity68 to a major branch of modern non-

linear science. The classic Belousov–Zhabotinsky (BZ) reac-

tion is an ‘‘ancestor’’ of whole families15,69 of chemical systems

exhibiting either bulk oscillations (e.g., Briggs–Rauscher

iodine clock70) or both oscillations and chemical wave

propagation.71–74 The study of these systems has laid a solid

foundation for the theoretical description of RD processes

and facilitated the understanding of many natural phenomena

described in the preceding section. Recently, with an increas-

ing level of experimental control, significant progress has

been made in controlling chemical oscillators by external

means (e.g., by light,75,76 electric impulses,77 or physical/

electrochemical introduction of metal ions78,79) and in extend-

ing them into three-dimensions.80–82

Of particular technological relevance are chemical waves

propagating on catalytic surfaces,83 e.g. during oxidation of

CO on platinum,84–86 palladium,87 rhodium88 and iridium,89 as

well as NO oxidation over platinum90–92 and rhodium.93

Interestingly, such waves can sometimes physically pattern the

substrate on which they move (e.g., knotted rope-web and

honeycomb surface patterns were observed in zeolites94).

Finally, electrochemical oscillations on metal electrodes are

studied for their relevance to the issues of corrosion95 and

catalysis.83

(ii) Turing patterns are stationary patterns of chemical con-

centrations that emerge as the result of a symmetry-breaking

instability in an RD system far from equilibrium.6,14,96

Formation of these dissipative structures requires: (i) an

Fig. 2 Man-made reaction–diffusion systems. (a) Traveling waves

in the Belousov–Zhabotinsky chemical system (scale bar: 30 mm). (b)

Turing pattern formed by CIMA reaction (scale bar: 5 mm). (c)

Periodically-precipitated Liesegang rings of silver dichromate in a layer

of gelatin (scale bar: 400 mm). (d) Patterns formed by discharge

filaments (scale bar: 2 mm) [Image credits: (a) Courtesy of I. Epstein,

Brandeis University. (b) Courtesy of J. Boissonade, CRPP Bordeaux.

(c) Courtesy of A. Bitner, Northwestern University. (d) Courtesy of

H.G. Purwins, University of Münster.]
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‘‘activator’’ A that can catalyze its own production, (ii) an

‘‘inhibitor’’ B that poisons the autocatalytic process, and (iii) a

difference in diffusivities such that DA % DB. Under such

conditions, an initially homogeneous mixture may give way to

stationary patterns, in which regions rich in A are bounded by

the fast-diffusing inhibitor B. Because these patterns only

occur far from equilibrium, they need a continuous supply/

removal of chemicals to survive and appear only fleetingly in a

closed system. Several RD systems exhibiting the Turing

instability have been successfully developed97 to reproduce the

formation of zebra stripes, leopard spots, and labyrinthine

patterns of sea urchin shells. The Turing mechanism is also

responsible for pattern formation in a number of chemical

RD systems such as CIMA (chlorite–iodide malonic acid)

and CDIMA reactions (chlorine dioxide–iodine malonic

acid)14,96,98,99 as well as model chemical systems such as the

Brusselator7 and the Oregonator.100,101

(iii) Periodic precipitation (PP) structures emerge when

inorganic salts diffusing through a gel form mobile colloidal

precipitates that can subsequently aggregate into an immobile

phase. Since their discovery in 1896 by Liesegang,1 these

structures have been miniaturized from macroscopic to sub-

millimeter dimensions, and their applications in optics have

recently been suggested.102–104 PP patterns are also interesting

in the context of human health, as periodic precipitation

zones have been identified in several types of pathological

tissues.105–111

(iv) Discharge filaments between parallel electrodes112 are of

less generality than chemical RD systems. Over the last decade,

however, continuing iteration of modelling and experiments

has led to the discovery of many types of patterns in these

systems; examples include: Voronoi tessellations,113 concentric

rings,114 and rotating hexagonal arrays.115 Since discharge

filaments are very sensitive to the temperature of the electrode

surfaces, these systems have been considered as working

elements of sensitive, high-speed thermal (IR) cameras.116–118

Although several directions can be envisioned for further

development of reaction–diffusion processes, there are no

technological applications of these systems yet. On the contrary,

RD phenomena often cause untoward complications. For

example, oxidation waves on catalytic converters in auto-

mobiles and in catalytic packed bed reactors introduce highly

nonlinear, and potentially even chaotic86, temperature and

concentration variations that are challenging to design around,

problematic to control, and can drastically affect automobile

emissions.119 In catalytic packed bed reactors, nonlinearities

introduce hot zones,120 concentration waves,121 and unsteady

temperature profiles122 that can prevent the system from

attaining optimal performance. These phenomena have

significant impacts for industry (economic), as well as for the

environment (societal).

RD—from here to nanotechnology

The major obstacle to successful implementation of RD

phenomena in modern technologies has been the lack of

control over their progress and the geometries in which they

occur. For example, regular microstructures emerging in salt-

doped gels by periodic precipitation have been postulated as

potentially useful in optics (e.g., as diffraction gratings) but

so far could be propagated only from simplest macroscopic

geometries such as lines or circles. In addition, the initiating

chemicals were delivered into gels from solution, causing

strong hydrodynamic flows, suppressing the formation of PP

patterns and thus decreasing their spatial resolution.

Notwithstanding, should it be possible to control the

transport of reacting chemicals at small scales precisely, RD

could become a basis of new and in many ways elegant

approaches to the synthesis of micro- and nanostructures.

There are several arguments in favor of this view:

(i) RD could generate structures with dimensions signifi-

cantly smaller than those characterizing the initial distribution

of reagents. Liesegang rings can be much thinner than the

droplet of the outer electrolyte from which they originate, arms

of growing dendrites are miniscule in comparison to the

dimensions of the whole structure, and the characteristic

length of the pattern created through the Turing mechanism is

usually much smaller than the dimensions of the system

containing the reactants.

(ii) The emergence of small structures could be programmed

by the initial conditions of an RD process—that is, by the

initial concentrations of the chemicals and by their spatial

locations. In particular, several chemical reactions could be

started simultaneously, each performing an independent task

to enable parallel fabrication.

(iii) RD could produce patterns encoding spatial gradients.

This capability would be especially important in the context of

surface micropatterning; methods currently in use (photo-

lithography,123,124 printing125,126) modify substrates only at the

locations to which a modifying agent, whether chemical127,128

or radiation129,130, is delivered. In contrast, RD could evolve

chemicals from their initial (patterned) locations in the plane

of the substrate and deposit them onto this substrate at

quantities proportional to their local concentrations. Gradient-

patterned surfaces would be of great interest in cell motility

assays,131,132 biomaterials133,134 and optics.135,136

(iv) RD processes could be coupled to chemical reactions

involving the medium in which they occur. In this way, RD

structures could be translated into, for example, localized

mechanical properties or surface topographies of the initially

uniform material supporting reaction–diffusion processes.

Moreover, the possibility of coupling RD to other processes

occurring in the environment could have implications for the

uses of reaction–diffusion in sensing/detection applications.

The inherent nonlinearity of RD equations implies their high

sensitivity to parameter changes and suggests that they could

amplify small signals, influencing RD dynamics. Of particular

promise here would be systems capable of translating mole-

cular or nanoscale events into macroscopic readout patterns.

One such recent example is the monitoring of the progress of

the 2H2O + O A 3 OH + H surface reaction by the velocity

of propagation of the corresponding 20 nm wide reaction

front.137,138

At this point, the reader might ask whether these enticing

perspectives are in any way realistic, especially given that RD

phenomena have been studied vigorously for more than a

century but without much success in terms of technological

relevance. In the following, however, we will argue that RD
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can be brought under experimental control at small scales by

surprisingly simple experimental means, and that it can be

made to perform useful tasks in micro- and nanotechnology.

Micropatterning reaction–diffusion by WETS

Over the past two years, our group has developed7,10,13,136–141

an experimental technique that allows initiation and precise

control of reaction–diffusion processes in complex micro-

geometries. In its simplest variation, our method—called ‘wet

stamping’ or ‘WETS’—uses micropatterned hydrogel (usually,

agarose) stamps to deliver a solution of one or more reactants

into films of dry gels (typically, gelatin) doped with chemical(s)

that react with those delivered from the stamp (Fig. 3a).

The difference in hydration of the two gels ensures direc-

tional mass transport.139 Because the concentration of solute

molecules is higher in the dry film than in the stamp, a gradient

of osmotic pressure exists between the phases. When the stamp

is placed onto the film, water and reactants migrate from the

tops of its microfeatures into the dry gel without any

backflows. The transport of water itself has two components:

(i) rapid (y1.5 mm s21) capillary wetting of the surface

and (ii) slow diffusive transport into gelatin’s bulk (Dw y
1027 cm2 s21), during which water dissolves the solute and

swells the gel’s pores; this transport ceases when the gradient

of osmotic pressure is balanced by the elastic potential energy

of the swollen gel.

When the reactants from the stamp enter the gelatin, they

react with the solute molecules contained therein. Because the

reaction(s) consume delivered reactants, their local concentra-

tions have to be diffusively resupplied from the stamp. As a

result, the reaction front travels slower (typical diffusion

constant in the plane of the surface, Ds y 1025cm2 s21) than

water swelling the gelatin. In other words, reactants entering

the gel diffuse and react in a thin, already swollen layer of gel

near the surface. The thickness of this layer, dw, can be

estimated from the relation dw*
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dw=Ds

p

Ls, where Ls is a

characteristic distance the reaction front travels (typically, from

tens to hundreds of micrometres, depending on a particular

chemistry); and with the typical values of the diffusion coefficients

measured for gelatin, dw is of the order of several to tens of

micrometres.

(i) Color micro- and nanopatterning (Fig. 3)

The first class of RD applications based on WETS uses ionic

salts to produce static, colored micro- and nanopatterns.11

In these systems, gelatin is doped with potassium hexacyano-

ferrate, K4Fe(CN)6 and the salts delivered from a stamp are

chosen in such a way that their cations react with K4Fe(CN)6

to give deeply colored precipitates. For example, FeCl3 gives a

dark-blue precipitate (Prussian Blue); CoCl2, turquoise and

CuCl2, brown.

As the cations constantly delivered from the stamp migrate

into gelatin, they precipitate all K4Fe(CN)6 they encounter.

The unreacted potassium hexacyanoferrate experiences a

sharp concentration gradient at the reaction front, and diffuses

in its direction. In the case of two reaction fronts counter-

propagating from nearby features of the stamp, potassium

hexacyanoferrate between them diffuses outwards—that is,

Fig. 3 One-color RD micropatterning. The experimental setup in (a)

shows an agarose stamp micropatterned in bas-relief, soaked in a salt

solution (e.g. FeCl3, CoCl2, or CuCl2) and applied onto a thin film of

dry gelatin doped with K4Fe(CN)6. Typically, the stamp’s features are

25–250 mm wide and are spaced by 50–250 mm. The scheme below

illustrates the reaction–diffusion process inside the patterned gel, in

which the salt solution from the stamp (A) wets a thin layer (depth,

dwy10 mm) of dry gelatin and reacts therein with the salt (B) to form

an immobile precipitate (AB). Arrows indicate the directions of

diffusion of A and B ions. (b) Nanoscale resolution of lines from

stamping 1.0 M FeCl3 on a gel doped with 1% w/w K4Fe(CN)6. The

line width is 300 nm, and the scale bar is 50 mm. The pictures in (c) and

(d) are Voronoi tessellations of wet-stamped patterns: (c) a hexagonal

network of side 300 mm stamped from 1.0 M FeCl3; (d) an array of

circles of two sizes (50 mm and 100 mm) stamped from 1.0 M CuCl2.

(The scale bars are 250 mm). Applications of one-color RD

micropatterning are illustrated in (e)–(h). In (e), a stamp of 50 mm

circles spaced by 50 mm yielded a square array of y4 mm wide clear

lines that was subsequently used to produce the diffraction pattern

shown in (f) (l 5 632 nm). An array of crosses in (g) stamped from

0.75 M CoCl2 created concentration gradients of the precipitate. The

patterned substrate was used as a gradient photolithographic mask to

produce a three-dimensional pattern in photoresist (h) (UV exposure

on silicon wafer spin-coated with 50 mm of SU-8 50 photoresist). The

scale bars for (e)–(h) are 300 mm.

This journal is � The Royal Society of Chemistry 2005 Soft Matter, 2005, 1, 114–128 | 119

Pu
bl

is
he

d 
on

 1
2 

M
ay

 2
00

5.
 D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ity
 o

f 
C

am
br

id
ge

 o
n 

4/
11

/2
01

9 
6:

47
:2

0 
PM

. 
View Article Online

http://dx.doi.org/10.1039/b501769f


towards the incoming fronts (Fig. 3a). This outflow continues

until, ultimately, there is no more potassium hexacyanoferrate

left near the center line between the features. Although the

cations continue to diffuse into this region, there is no more

K4Fe(CN)6 left to precipitate, and the region remains a thin,

uncolored line of well defined boundaries with a thickness

roughly two orders of magnitude smaller (down to y300 nm)

than the spacing between the neighboring features in the stamp

(25–250 mm, Fig. 3b). Overall, the RD process transforms the

original micropattern in the stamp into its Voronoi tessellation

of nanoscale line thickness (Fig. 3c–d).

The stopping of RD fronts so close to one another and

with such optically sharp boundaries is a result of a nonlinear

dependence of the diffusion coefficients of the reacting species

on the spatial location, and on the amount of precipitate

present at this location. Specifically, the diffusion coefficient of

the migrating [Fe(CN)6]42 ions (denoted henceforth as B)

depends on the amount of precipitate (denoted C), while that

of the metal cations (A) does not; at the same time, diffusion

coefficients of all species decrease with depth since lower

portions of the gelatin film are hydrated to a lesser extent than

those close to the surface. Consequently, as the reaction (color)

fronts approach one another, it gets increasingly harder for B

to diffuse outwards—in other words, B is trapped between the

fronts and cannot escape until they are within less than a

micrometre of one another.

We briefly mention that modeling of this and related

systems (vide supra) is somewhat challenging since the

precipitation reaction is much faster than the transport of

components. To circumvent this problem, the reaction terms

in RD equations can be treated as precipitation sinks with

a threshold determined by the solubility product, Ksp, and

mathematically described by the Heaviside step function. The

use of the Heaviside function implies that if the concentrations

of ions are above Ksp, precipitation occurs instantaneously.

For a reaction of stoichiometry nA + mB A CQ, the RD

equations in nondimensionalized variables are:

h[A]/ht 5 D21
A +DA+[A] 2 dAH([A]n[B]m 2 Ksp)

h[B]/ht 5 D21
A +DB+[B] 2 dBH([A]n[B]m 2 Ksp)

h[C]/ht 5 dCH(AnBm 2 Ksp),

with Ksp 5 ([A] 2 dA)n([B] 2 mdA/n)m, dB 5 ndA/m and dC 5 dA/n.

Numerical solutions of these equations are in excellent agreement

with experimental observations.

In the context of applications, it is essential that the width of

the clear lines and the spatial distribution of precipitate can be

controlled by adjusting the concentrations and nature of

reacting species as well as the dimensions of the stamped

pattern. This control allowed us to fabricate high quality

diffraction gratings with adjustable slit size as well as binary

and gradient masks for photolithography (Fig. 3e–g). When

used as masks, the colored portions of the films prepared

with concentrated (1M) FeCl3 were completely opaque to

UV radiation, and the developed photoresist had binary

topography. In contrast, for less concentrated salts, especially

in the CoCl2/K4Fe(CN)6 system, the intensity of transmitted

radiation reflected the concentration gradient of the turquoise

precipitate in the gel, and the developed photoresist had a

continuously varying topography.11

(ii) Multicolor patterning (Fig. 4)

In contrast to conventional micropatterning techniques, which

are inherently binary, reaction–diffusion can be used to

simultaneously micropattern surfaces with several chemicals

at different locations.140 An illustrative example of this

capability is a two-color pattern shown in Fig. 4a which serves

as a wave-selective diffraction grating (see Fig. 4b). To make

Fig. 4 Simultaneous multicolor RD micropatterning. The scheme in

(a) illustrates the experimental setup for patterning mixtures of salt

solutions (here, CuCl2 and FeCl3) onto thin films of dry gelatin doped

with K4Fe(CN)6. (b) The two-color micropattern of Fe4[Fe(CN)6]3
(blue) and Cu2[Fe(CN)6] (brown) precipitates diffracts red and green

light differently. The stamped lines are 250 mm wide and separated

by 250 mm. Pictures (c)–(f) show multicolor and/or color-gradient

structures obtained by wet-stamping of different mixtures of

salts from different stamp geometries: (c) CuCl2/FeCl3/CoCl2
(0.014 M : 0.31 M : 0.67 M) from a square array of circular dots;

(d) CoCl2/CuCl2 (5% : 5% w/w) from wavy lines on a square lattice; (e)

FeCl3/CuCl2/Er(NO3)3 (7% : 7% : 7% w/w) from concentric circles; (f)

CoCl2/FeCl3/CuCl2 (5% : 5% : 5% w/w) from straight lines on a square

lattice. Even for the same stamp geometry, micropatterns differing

only in the relative amounts of salts can have drastically different

appearances. Scale bars for (c)–(f) are 300 mm.
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such a structure, a hydrogel stamp is soaked in a solution of

two salts (e.g., FeCl3 and CuCl2), each of which gives a colored

precipitate with another salt (e.g., K4[Fe(CN)6]) contained in

the dry gelatin substrate. The separation of colors is the result

of an intricate interplay between diffusion coefficients of ions

in gelatin, their solubility products with respect to the common

ion contained therein, and the local dehydration of agarose in

the stamp’s features. Once the stamp is in contact with the gel’s

surface, copper cations diffuse into gelatin more rapidly than

iron cations—consequently they react with [Fe(CN)6]42 first

and give a layer of brown precipitate under every stamped

feature. The iron cations enter a zone already depleted of

K4[Fe(CN)6]. Because the concentration of free Fe3+ in this

zone is much higher than that of Cu2+, iron cations experience

a much higher concentration gradient in the plane of the

gelatin film, and thus diffuse outwards from the features

more rapidly than copper cations (despite lower value of the

diffusion coefficient of Fe3+). In addition, the flux of copper

ions comes to a halt first, because it was initially higher than

that of Fe3+, and there are only finite amounts of both types of

ions delivered from the stamp. The combination of these two

effects leads the diffusion of iron ions to eventually ‘‘overtake’’

that of copper ions, thereby creating clean, blue zones of iron

precipitate around the brown copper zones.

Patterns of colors other than blue and brown can be

obtained by using different combinations of inorganic salts.

Fig. 4b and c show surfaces patterned in two and even three

colors using cobalt, copper, iron, and europium salts. Each of

these patterns has different diffraction and/or light filtering

characteristics.

(iii) Multilevel surfaces and microdevices (Fig. 5)

When RD is coupled to the elastic properties of the medium, it

can be used to transform local concentrations of reacting

chemicals into surface elevations. With proper spatial encod-

ing of the initial distribution of these chemicals, RD evolves a

flat surface into a quasi three-dimensional one. We explored

this property in a chemical system of silver nitrate (in the

stamp) and potassium hexacyanoferrate (in the substrate) to

make arrays of curved microlenses102 as well as microfluidic

passive mixer circuits.141

To make microlenses, RD is initiated from stamps patterned

with an array of depressions in bas-relief (Fig. 5a). The

precipitation reaction between silver cations (diffusing inwards

from the contours of these depressions into gelatin) and

[Fe(CN)6]42 anions contained therein, results in a pronounced

expansion of the gel; the degree of this expansion is (i)

proportional to the amount of precipitate formed at a given

location and (ii) decays monotonically with the distance from

the features’ edges. When the RD process comes to a halt, the

surface of the gel is patterned with curvilinear depressions.

Fig. 5 Microdevices via RD. The top scheme in (a) illustrates an

agarose stamp with an array of depressions (of diameter, D) in bas-

relief that serve as a template for microlenses. The stamp is soaked in a

solution of AgNO3 and applied onto a gel doped with K4Fe(CN)6.

AgNO3 diffuses (middle section) into the gelatin to react with the

K4Fe(CN)6 and form a precipitate, Ag4Fe(CN)6, that swells the

gelatin. The bottom scheme is a section of the gelatin film after

the stamp has been removed, with D9 indicating the new diameter of

the hemispherical feature and Ld denoting its height; the degree of

swelling is proportional to the concentration of Ag4Fe(CN)6. Arrays

of microlenses shown in (b) and (c) were stamped from 10% w/w

AgNO3 onto a gel with 1% w/w K4Fe(CN)6: (b) an array (D 5 50 mm,

D9 # 45 mm) of hemispherical lenses replicated into a transparent

elastomer, poly (dimethyl siloxane); the focal length of each lens was

measured to be 75 mm (scale bars 5 200 mm); (c) an array of hexagonal

pyramids (scale bar 5 150 mm), with the inset showing an image of a

focal plane of the lenses in this array (scale bar 5 2 mm). (d,e) Gel

swelling can lead to complex surface topographies with uses in

microfluidic devices. Triangular protrusions stamped in (d.i) lead to

small, periodic ridges (lower profilogram in (d.ii)) running perpendi-

cular to the length of a deeper microfludic channel (upper profilogram

in (d.ii); stamped circles give rise to a complex, serpentine morphology

used in caterpillar micromixers (e.i) and (e.ii). (d.iii–iv); (e.iii–iv) Both

types of structures can be faithfully replicated into PDMS over large

areas to give molds for microfluidic circuits. Scale bars in (d) and (e)

correspond to 300 mm.
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Depending on the applied pattern, these depressions can be

sections of a sphere (when RD was initiated from circles,

Fig. 5b) or pyramidal (when initiated from polygonal contours,

Fig. 5c). In both cases, the heights and curvatures of these

microstructures can be controlled by the concentrations of the

chemicals used. Importantly, the depressions can be easily

replicated into optically transparent polymers to give large

(up to 3 cm 6 3 cm) arrays of regular microlenses with uses in

imaging sensors,142 optical limiters,143 confocal microscopy,144

and quantum computing systems.145

A similar concept of RD translating into gel swelling was

used to prepare multilevel microfluidic circuits.141 In micro-

fluidics, mixing fluids that flow in a laminar fashion through

narrow channels is difficult, and several devices have been

proposed to achieve this goal.146 One of the most efficient,

passive mixers uses small ridges patterned at the bottom of the

channel147 to mix the fluids by the so-called chaotic advection

mechanism.148,149 While simple in concept, such structure is

hard to fabricate and requires several microfabrication steps—

RD can perform the same task in one step.

In our design, the initial conditions for the RD process (as

before, determined by the geometry of the stamp), were given

by contours of the channel from which silver cations migrated

inwards, into the dry gel. The stamped regions (the back-

ground) swelled uniformly, so that the channels were depres-

sions in an otherwise flat surface. The ridges in the channels

were obtained by using stamps in which the side walls of the

channels had either small protrusions (Fig. 5d–i) or features

inside the channels (circles in Fig. 5e–i). The first type of design

gave channels with regularly spaced ridges running across the

channel (Fig. 5d.ii–iii) and of heights ca. 16% of the channel’s

depth; channels of very similar topographies have been

shown to be excellent micromixers.150 In the second design

(Fig. 5e.ii–iii), the arrangement of ridges was more complex

and was inspired by the caterpillar flow mixer developed by

Ehrfeld and co-workers.151 In both cases, gelatin molds were

successfully replicated in PDMS demonstrating that they can

be used as masters for actual devices (Fig. 5d,e.iv).

It is worth noting that the ridges in these designs are

perpendicular to the directions of propagation of the reaction

fronts originating from the patterned features. This direction-

ality, uncommon to RD systems in which structures usually

form parallel to the reaction front line, is a consequence of

a complex sequence of reaction, diffusion, swelling and gel

contraction. Also, at the locations of ridges, the silver

hexacyanoferrate precipitate decomposes into colloidal silver

oxide particles and regenerates hexacyanoferrate anions.

Details of this interesting mechanism are described else-

where;141 we also note that a lattice-gas dynamics computer

program to model these and other complex structures is

available free of charge from our website.152

(iv) Periodic precipitation (PP) and nanostructured surfaces

(Fig. 6)

Periodic precipitation reactions can generate multiple, discrete

micro- or nanostructures (bands) from a single reaction source.

In typical experimental arrangements, PP is propagated

from simple geometries and the diffusion of ions into the gel

medium is accompanied by strong backflow/hydrodynamic

effects.13 Since the formation of PP bands requires purely

diffusive transport of participating chemicals,153,154 these

hydrodynamic effects suppress the formation of patterns

near the source of the outer electrolyte, and the first distinct

bands observed outside of the uniform precipitation zone have

macroscopic dimensions. WETS eliminates both of these

limitations—indeed, the smallest bands we were able to

resolve155 were y500 nm wide (Fig. 6a), and the transport

was diffusive to such a degree that it was even possible to

controllably propagate the defects in the PP arrays.13 (Fig. 6b)

The two-dimensional PP patterns are not only of interest

in optics as diffraction gratings and planar Fresnel-like

lenses103,104 (Fig. 6c), but can also structure surfaces with

nanoscopic waves of linearly increasing heights (Fig. 6d). This

phenomenon follows from the fact that the forming bands

collect all the mobile-phase precipitate from between each

other, and that the amount of precipitate collected by band

number n (counting in the direction of front propagation) is

Fig. 6 Surface micropatterning and nanostructuring using periodic

precipitation (a) Submicrometre precipitation bands formed by

diffusion of 60% (w/w) aqueous solution of AgNO3 into a dry gel.

The gel was prepared by spin-coating (at 300 rpm) a 7.5% gelatin

solution containing 1.5% of K2Cr2O7 and 1% KOH on glass, letting it

dry for 2 days and irradiating it with 0.7 mW of 365 nm UV light for

18 s (scale bar: 25 mm). (b) Diffusion of 1M AgNO3 from a chiral star

stamped pattern into a 36 mm thick gelatin film doped with 5%

K2Cr2O7 produces patterns in which wedge-shaped defects/disloca-

tions propagate controllably along the diagonals of squares between

the arms of the stamped stars (scale bar: 500 mm). (c) Optical micro-

graph of an array of planar Fresnel-like lenses (hexagonal arrange-

ment, D 5 600 mm) produced by diffusion of a 15% (w/w) AgNO3

solution into a 10 mm gelatin layer doped with K2Cr2O7. The thickness

of the bands increases with the distance from the boundary of the

stamped circles, from several mm near the edge up to y50 mm near the

center (scale bar: 600 mm). (d) AFM image and (e) profilogram of a

surface ‘‘nanobuckled’’ by PP rings (10% AgNO3, 10% K2Cr2O7) of

linearly increasing heights (scale bar: 10 mm).
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proportional to its distance from the source, xn.13 In addition,

the deformation of the surface is proportional to the local

concentration of the precipitate. The heights of the waves

increase in a regular fashion from tens of nanometres to

several micrometres over a distance of couple hundred mm

(Fig. 6e). The rate of increase can be modulated by adjusting

the material properties of the gel medium (especially, cross-

linking) as well as the concentrations of reacting species.

This example shows how powerful a nanofabrication tool

RD can be. While in the case of microsystems described

earlier, RD offered an easier way to structures that could, in

principle, be meticulously fabricated by multistep photolitho-

graphy, nanowaves could not be prepared by any fabrication

technique currently known. These structures provide interest-

ing test-beds for studying friction at small scales156 as well as

mechanical properties of cells spreading and moving on

polymeric replicas of such gradient, ‘fakir surfaces’.157,158 In

particular, our laboratory is currently investigating how the

cytoskeleton responds to nanoscale obstacles of increasing

heights during cell motion.

Structuring solids with RD (Fig. 7)

The usefulness of RD is not limited to modifying soft

materials. We have successfully applied it as a basis of two

versatile techniques to make microstructures of metals, glasses

and crystals.

In the first application,159 diffusional fluxes between a

micropatterned gel and an aqueous plating solution direct the

electroless deposition (reaction) of microstructured, 3D metal

foils at the gel’s surface (Fig. 7a). The gel serves as a reservoir

of catalytic Sn/Pd seeds characterized by exponentially-

decaying size distribution and with mean particle radius Rav

y1.5 nm. When this gel is placed in a plating solution, the

seeds migrate towards its micropatterned surface, where they

catalyze the reduction of metal cations from solution; the size

of the particles that are presented at the surface determines

the roughness of the deposited metal film. At the same

time, the topography of this film depends on the local

magnitudes of fluxes of the plating solution which, in turn,

depend on the geometry of the microfeatures. Because the

rate of metal deposition is directly proportional to the flux at

the gel’s surface, the metal is plated most rapidly in places

where the concentration gradients are steepest: deposition is

fastest at the tops of the features (starting from the corners),

and slowest at their bottoms (ending in the corners). These

dependencies allow selective metallization of micropatterns

to give either continuous (Fig. 7b), discontinuous or

membrane-like (Fig. 7d) metal films which are useful in

lightweight materials,160–165 micro-waveguides,166,167 and

micro-/nanoelectronic devices.168,169

In the second approach170 (Fig. 7e and f), reaction–diffusion

is used to structure solid materials. Here, micropatterned

hydrogel stamps are soaked in a reagent that dissolves/etches

the solid. When the tops of the stamp’s features come into

contact with the substrate, etching occurs at the interface

between the two materials. This reaction decreases the

concentration of the etchant and increases that of the reaction

products near the surface; diffusion from/towards the bulk of

the stamp resupplies the former and clears away the latter.

As etching progresses, the stamp melts into the solid

anisotropically—that is, without lateral spreading of the

etchant over the solid’s surface—to microstructure it with

high-aspect ratio features. Overall, reaction–diffusion enables

a versatile, maskless way of engraving microstructures into

metals (Fig. 7g), glasses (Fig. 7h,j) and other solids (Fig. 7j).

Fig. 7 Structuring Solids with RD. (a) Experimental arrangement for

the fabrication of microstructured copper foils. An agarose stamp

patterned in bas-relief is soaked first in a sensitizing Sn2+ solution and

then an activating Pd2+ solution to form catalytic seeds in the gel via

RD. The stamp is then immersed in an electroless plating solution to

create rugged copper foils at the gel/solution interface. The foils are

recovered from the gel surface to produce either freestanding or

polymer supported metallic microstructures. (b) Continuous free

standing copper foil. (c) Front and back of a three dimensional cross.

(d) Membrane-like structure created by controlling the diffusive fluxes

at gel/solution interface. (e) Experimental schematic of a patterned

hydrogel stamp etching into a solid substrate. Diffusive fluxes deliver

the chemical etchant from the reservoir to the stamp/substrate

interface while continuously removing the reaction products. (f) To

etch hydrophilic surfaces, such as glass, it is necessary to reduce lateral

etching due to capillary wetting by immersing both the substrate and

the stamp in mineral oil. (g) Disjoint metal polygons created by etching

through a 40 mm copper film. (h) Clean, anisotropic etching of star-

shaped wells in glass. (i) Chemical etching of calcium carbonate crystal.

(j) Anisotropic etching of concentric circles in glass (top) and the

corresponding profile (bottom). All scale bars are 500 mm unless

otherwise noted.
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The patterns can be made more complex (e.g., multilevel) by

either consecutive stampings or by adding other chemicals to

the stamp that react with the products of solid dissolution to

change the directions of diffusional fluxes in the stamp.

RD and sensing (Fig. 8)

In micro- and nanofabrication applications, it is desirable that

reaction–diffusion leads to static structures (cf. Table 1). In

contrast, both static and dynamic RD phenomena can be

used for sensing. The idea here is to monitor the material or

chemical properties of one system by coupling it to an

auxiliary RD process. Ideally, this process should amplify

and translate small changes occurring in the system of interest

into a visual RD readout.

(i) Static sensing

In the case of static systems, one way to achieve such

amplification is to stamp a connected network of micro-

features onto a substrate to be sensed. This is illustrated in

Fig. 8b, which shows two types of RD patterns emerging from

Fig. 8 Sensing using reaction–diffusion. (a) The scheme illustrating WETS of a network of connected features (cf. Fig. 3a) (b) Two different color

patterns (tile-centered, TC, and dual-lattice, DL, transformations) developed from identical stamped lattices of equilateral triangles on gels varying

in thickness by y1 mm. (scale bar 5 500 mm) The right-most picture illustrates a sharp transition between the two geometric solutions on a gel of

thickness continuously varying from y10 mm in the top-right corner (TC solution) to y35 mm in the bottom-left corner (DL solution). (c) Two

different patterns emerging from a stamped network of pentagons (top picture) in response to the changes in the molecular structure of the

substrate (here, gelatin doped with a hexacyanoferrate indicator). Depending on whether gelatin was prepared at a temperature, T, below or above

the helix-to-coil transition temperature, TC, asymmetric or symmetric RD solution is observed. In the asymmetric solution, the Fe3+ ions migrate

from the three-fold nodes to the four-fold ones (marked by the numbers 3 and 4, respectively) prior to entering gelatin. Consequently, the color RD

pattern propagates only from the four-fold nodes. In the symmetric solution, color patterns propagate from all nodes. The percentage of

asymmetric solutions decreases abruptly as T approaches TC # 39 uC (middle picture). The bottom picture shows a DSC scan of a gelatin/

hexacyanoferrate solution undergoing a helix-to-coil transition at TC equal to that of the crossover between asymmetric and symmetric RD

patterns observed on the gel film. (d) Spatially distributed sensing of antioxidants in the Briggs–Rauscher chemical system. Here, all but one of the

reagents are contained in a polyacrylamide gel sheet, into which the final component (H2O2) was delivered via a micropatterned agarose stamp. The

diffusing H2O2 initiates oscillations only when its local concentration exceeds a critical value; therefore, oscillations begin earlier near the stamp

features, creating a spatial gradient in the phase of oscillation. These phase gradients manifest themselves visually as chemical waves traveling

outwards from the stamp features. The first series of pictures shows the evolution of nine ‘‘oscillators’’ in the absence of antioxidants. In the second

series, an antioxidant (2,6-dihydroxybenzoic acid) was delivered to the PAA film from 1 mm agarose cubes before introducing H2O2. The

concentration of antioxidant was 0.01M in cube 1 and 0.005M in cube 2; both cubes were applied for 20 s. Because antioxidants scavenge free

radicals necessary for chemical oscillations, there are no waves in the regions influenced by the cubes. Note that region 1 is approximately twice as

large as region 2, corresponding to the differences in antioxidant concentration.189
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the same network placed onto porous substrates differing in

thickness by y1 mm.

In this system,171 the substrate is doped with an indicator

(typically, an inorganic salt), which reacts with the solute

(ink) contained in the stamp to give a colored precipitate.

Depending on the system’s dimensions, the substrate ‘‘paper’’

drains different amounts of water from different parts of the

network, thus establishing concentration gradients of the ink

left therein. In response to these gradients, the ink redistributes

itself within the network and enters the substrate either from

the network’s edges or from its nodes to produce different

color patterns upon reaction with the indicator molecules.

Because the degree of water outflow depends on, among other

factors, the thickness of the substrate, RD patterns that

emerge convey information about the paper’s thickness.

The sensitivity of the micronetwork system can be further

enhanced by using designs with two types of nodes.172 In such

cases, different patterns can emerge in response to minute

changes in the macromolecular structure of the substrate. In

Fig. 8c, we show how a helix-to-coil transition in a thin film of

gelatin is sensed and directly visualized by switching between

two types of RD tilings. Pattern crossover occurs at the

temperature (TC 5 39 uC) at which residual collagen-like

helices unwind into random coils.

(ii) Dynamic sensing

This mode of RD sensing has been used previously to detect

antioxidants,173 biologicals,174 and light intensity175 in bulk

systems. Combining highly nonlinear oscillating reactions

with geometrical microconfinement offered by a WETS-like

approach allows extension of this method to spatially-

distributed sensing—that is, sensing, in which the substrate is

patterned with a regular array of oscillating elements, each

of which provides a sensing ‘‘pixel’’. For example, Fig. 8d

demonstrates spatially distributed detection of antioxidants

using a micropatterned array of Briggs–Rauscher oscillators.

Conclusions and outlook

In summary, we have described a straightforward experimental

method based on simple inorganic chemistries that allows

precise control of reaction–diffusion processes at small scales,

and provides a facile route to complex micro- and nano-

structures. All applications of WETS and related techniques

we outlined are based on two-dimensional microgeometries

from which reactions are initiated. While these planar systems

can certainly be extended further to different soft-matter media

(where effects of pore size, degree of crosslinking or chirality

need to be considered) and to RD mechanisms based on small

organic molecules, polymers or even nanoparticles, they are

only precursors to three-dimensional, functional micro- and

nanodevices, which we consider the ultimate goal of our work.

The extension from two to three dimensions will very likely

rely on self-assembly, in which building blocks carrying

chemical reagents would first come together in a programmed

fashion, and would then exchange and react their contents to

build structures and/or perform desired tasks. Such self-

organizing RD ensembles would rely on the use of soft/porous

materials, and on surface chemistries that would enable

selective recognition of various types of pieces. In addition, if

the assemblies were to perform several mechanical functions

(intelligent systems), they should be reconfigurable and

Fig. 9 From toy models of self-assembling RD systems to real nano-

machines. The top picture shows a collection of 500 mm agarose cubes

having metallic cores developed inside by reaction–diffusion and self-

assembly into a larger, static structure. The insert shows the final, fully

ordered state. The bottom picture is an artistic vision of dynamic, self-

assembling nanomachines, each carrying a microsphere cargo to be

deposited onto a growing colloidal array. Each nanomachine is powered

by reaction–diffusion waves (blue bands) running synchronously along

their ‘‘legs’’ (in the direction of the arrows), and is guided onto the

array by a chemotactic attraction of its red ‘‘belly’’ towards the array’s

background (emitting red attractants). The design of these organisms

was inspired by Chlamydia algae. The question marks next to the

arrow express our current uncertainty of how to progress from simple

‘‘toy’’ models to truly intelligent assemblies based on a synergistic

combination of self-assembly and reaction–diffusion processes.
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responsive to external stimuli, this, in turn, necessitates a

choice in the chemistry which can be addressed by external

fields (magnetic,176 electric177 or optical178). To realize this

vision, the experimental effort should be accompanied by

theoretical studies of the principles that govern self-assembly

outside thermodynamic equilibrium and on different length

scales.179,180

There are no fundamental limitations why the ambitious

goals we outlined could not be achieved. Indeed, the existence

of living cells, the ultimate examples of three-dimensional RD

nanosystems, encourages this view. How to get from the ‘toy’

models we can currently make to artificial cells (Fig. 9)

depends only on our creativity in how to control reaction and

diffusion at very small scales.
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